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ABSTRACT

Regarding the construction of a mathematical model between air quality index (AQI) and
different pollutant concentrations, we constructed pollutants respectively: PM2.5, PM10, CO,
NO2, 03, SO2. firstly, we pre-processed the data in Annex 1, and analysed the data by
visualising its missing values and boxplots to get no obvious outliers and missing values
between the data. Secondly, we established multiple linear regression to fit the linearity
between AQI and pollutant concentration, and fitted the expression: y = 15.431 + 0.71 *
X, + 0077+ X, — 024+ X5 + 11.867 * X, + 0.386 * X5 + 0.273 * X, with the goodness-of-
fit of R*>90% as good, and T-test and F-test were conducted to prove the significant
difference. prove that there are significant differences. Secondly, considering the influence of
multicollinearity between the constructed indicators, we introduced the variance inflation
factor VIF to test the indicators, and concluded that the construction of indicators is reasonable.
At the same time, we take the pollutants as the sub-sequence and the AQI index as the parent
sequence to construct the grey correlation analysis, to derive the grey correlation between each
of its pollutants and the AQI, and to rank them, see Table 3.In this paper, based on the
constructed regression equations, the collected air quality data of the national cities are fitted,
and it is concluded that the ten cities with the best air quality are Dazhou City, Hegang City,
Heihe City, Jiamusi City, Shuangyashan, Yichun, Nanchong, Qigihar, and Suining.

Keywords: Multiple Linear Regression; VIF; Grey Correlation Analysis; Entropy
Weighting Method; TOPSIS; Simulated Annealing Algorithm, Minimum Number of
Monitoring Points

1 INTRODUCTION

With the rapid development of the economy and the continuous growth of the population,
China's environmental problems have become an important issue that needs to be solved
urgently. These environmental problems have not only had a great impact on people's health
and quality of life, but have also caused great damage to the ecosystem and ecological balance.
In recent years, the Chinese government has actively promoted the development of
environmental protection, and has achieved certain results by adopting a series of policies and
measures, but the problem of environmental pollution is still very serious, and further

measures need to be taken to solve it.

2 RELEATED WORK

Based on the information collected by our team, we built mathematical models between
the Air Quality Index (AQI) and the concentration of different pollutants to better understand
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the air quality situation and to give measures that can improve the air quality, rating the 10

best cities in the country in terms of air quality in each city.

3 MODEL ESTABLISHMENT AND SOLUTION

3.1 Problem 1 modeling

3.1.1 Data Preprocessing

Before establishing the relevant model solution, we first preprocess the data collected in
our annex. One-dimensional interpolation of missing data values is carried out, and data
outliers are eliminated to ensure that the data are from the correct source, and the missing data

values visualised in this paper are as follows:
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Figure 1: Pollutant data pre-processing

From Figure 1, we can see that there are missing values in the data indicators we collected,
and the missing values of each indicator can be approximated within a reasonable range for
interpolation.

Secondly after completing the visualisation of missing values, we perform residual
analysis on the data to screen out the data outliers and remove them. The boxes in the box-and-
line plot represent the middle 50% of the data, and the line inside the box represents the
median." Whiskers" (tentacles) then extend beyond the box to represent the overall range of the
data. Typically, the whiskers extend 1.5 times the interquartile range (i.e., the distance between
the upper and lower quartiles) beyond the maximum and minimum values. In this paper, by
visualising the box-and-line diagram, the outliers between the data of each indicator can be

further analysed to provide relevant theoretical support for the establishment of the relevant
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model later, and the visualised box-and-line diagram of this paper is as follows:

As can be seen in Figure 2, our overall collection of indicator data as a whole is consistent

Boxplot Analysis

AQl PM2.5 PM10 NO2 co $02 03
200 160 250 0 180

o o o o 5 o @ o
180 140 80 160 -

o ° 200 o 1.4 50

2
160 120 o 140
e 1.2

140 100 @1 . 120

150

Values
Values
Values
Values
8
Values
Values
Values

120 100

1 1 1 1 1 1 1

Figure 2: Data Error Box Plot

with the existence of a boxed interior i.e. within the middle 50% of the data, and there is
no significant number of outlying data points, proving that there are no significant
discrepancies in the data collected, which can be used to carry out the analysis of the model.
3.1.2 Principle of Multiple Linear Regression Models

Let the linear regression model of random y with x4, x,,...,x; variables be:
Y =Po+ Pixy + Paxot.. . +fixp + € 1

Where is k+1 unknown parameters, called the regression constant, called the regression
coefficient; y is called the explanatory variables; is k can be precisely controlled by the general
variables, called the explanatory variables [1].

When p=1, the above equation is a univariate linear regression model, and when k=2, the
above equation is called a multivariate regression model. ¢ is the random error, which is the
same as that of univariate linear regression, and is usually assumed to be the same as that of
univariate linear regression [2].

E(e)=0
var(e) = o2

{ (2)

Similarly, the multivariate linear overall regression equation is.
Y = Bo + Bixs + Baxot... +Brxiy = Bo + Prxy + Baxa+.. +Pixy (3)
The coefficients represent the average units of the dependent variable y caused by a one-
unit change in the independent variable, holding other independent variables constant [3]. The
other regression coefficients have similar meanings, and in an aggregate sense, the multiple
regression is a plane on a multidimensional space.

The multiple linear sample regression equation is:
9 = Bo+ Buxy + Boxot. 4B = Po + Buxy + Boxot. 4B )
The estimation of the regression coefficients in the multiple linear regression equation can
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also be done by the least squares method. From the residual sum of squares.
SSE=3(y—-9)=0 ()

According to the principle of minimisation in calculus, the residual sum of squares SSE is
known to have a minimal value [4]. In order to minimise the SSE, the partial derivatives of the
SSE with respect to fy, 1, - frymust be zero.

The partial derivatives of SSE with respect to f, B1, - B, and make them equal to zero,

can be obtained after finishing the k+1 equations:

JdSSE

E 2%y -9 =0 (6)
dSSE o
35 = 20 PDu=0 @)

By solving this system of equations, the estimates of Sy, [, -fx can be obtained
respectively Bo, Bi, P regression coefficients of the estimated value of the independent
variables when the number of independent variables is more, the calculation is very complex,
must rely on the computer to complete independently. Now, with SPSS, the results are
immediately available by simply entering the data and specifying the dependent variable and
the corresponding independent variables [5].

For multiple linear regression, it is also necessary to determine the degree of fit of the
equation and test the significance of the regression equation and regression coefficients.

Determining the degree of fit for multiple linear regression is similar to the coefficient of
determination in univariate linear regression using the multiple coefficients of determination,

where defined as:

SSR SSE Y (y — y)?

R=sr=1 1= "S5 52 ©

where SSR is the sum of squares of regression, SSE is the sum of squares of residuals, and
SST is the sum of squares of total deviations.

Similar to the same linear regression 0 < R? < 1 , the R? closer is to 1, the higher the fit of
the regression plane, and vice versa, the closerR? is to 0, the lower the fit. The square root of
R? becomes the negative correlation coefficient (R), which also becomes the multiple
correlation coefficient [6]. It indicates the degree of linear correlation between the dependent
variable y and all independent variables, which actually reflects the degree of correlation
between the sample data and the predicted data. The magnitude of the coefficient of
determination R? is affected by the number k of independent variables x. In the actual
regression analysis, it can be seen that as the number of independent variables x increases, the
sum of squares of regression (SSR) increases, is R? increases. Since the increase in R? caused
by increasing the number of independent variables has nothing to do with you and good or
bad, so when comparing the degree of fit between regression equations with different numbers
of independent variables k, R? is not an appropriate indicator, and must be corrected or
adjusted.

Adjustment method is: the residual sum of squares and the total deviation sum of squares

of notes of the numerator denominator, respectively, divided by their respective degrees of
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freedom, into the ratio of mean squared deviation, in order to remove the effect of the number

of independent variables on the goodness of fit. The adjusted R is:
SSE
R, n—k-1_, SSE n-1
- SST SST n—k-1
n—1

n—1
=1-(1—-R)———
n_

1 @

As can be seen from the above, R’ takes into account the average residual sum of squares
rather than the residual sum of squares, and therefore, generally in linear regression analyses,
the larger R is the better [8].

The degree of fit of the regression equation can also be reflected from the F-statistic. A
combined conversion of the formula for the F-statistic with the formula for R? gives:

It can be seen that if the fit of the regression equation is high, the more significant the F-
statistic is; the F-statistic is significant in two months, the better the fit of the regression equation
is:

R2
F=—t (10)
n—k—-1
3.1.3 Linear fitting of AQI and pollutants based on multiple linear regression

Before establishing the pollutant-AQI regression fitting model, we first portrayed the
scatter plot of the six major pollutants and analysed their trends. Secondly, we establish the
linear fitting of AQI and pollutants based on multiple linear regression [9]. For the
establishment of this model, we will further carry out the test of the sensitivity of the model
solution, which corresponds to the introduction of the F-test, t-test, and the fitting of

the R? in order to assess the goodness of the establishment of the model.
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Figure 3:PM2.5 Concentration change chart
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Figure 4:PM10 Concentration change chart
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Figure 5:CO Concentration change chart
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Figure 6: SO2 Concentration change chart
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Figure 7: NO2 Concentration change chart
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Figure 8: O3 Concentration change chart

Quantitatively analyse the significance of each pollutant indicator, therefore, this paper
considers the establishment of linear regression fitting pollutant and AQI mathematical

expressions, and the final fit goodness of fit R* as well as F and t-tests are analysed and

illustrated.
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Figure 9: AQI Concentration change chart
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Let the linear regression model of random y with general variables x;, x,, - x;, be:
Y =Bo+ Bixy + Baxo + Brx + € (11)

Where Sy, f1,-*fr is k+l unknown parameters, f, 1is called the regression
constant, f5;,-:-fB is called the regression coefficient; y is called the explanatory
variables; xy, x,, ** X}, is k can be precise and can be controlled in general, called the explanatory
variables, after the linear regression analysis, this paper comes up with the following table:

Table 1: Linear regression analysis table

Unstandardised Standardised
coefficient coefficient
T inspect p R? Adjust R? F inspect
Standard
B Beta
error
C 15.431 7.923 None 1.948 0.054
PM2.5 0.71 0.153 0.789 4.632 0.00
PM10 0.077 0.121 0.128 0.634 0.527
NO2 -0.24 0.16 -0.154 -1.506 0.135 0.907 0.896 F=76.152
CcO 11.867 7.344 0.129 1.616 0.109
SO2 0.386 0.268 0.157 1.443 0.152
03 0.273 0.038 0.445 7.228 0.00

The analysis of the results of the F-test can be obtained that the significance P-value is close
to 0, presenting significance at the level and rejecting the original hypothesis that its regression
coefficient is 0. Therefore, the regression analysis model we constructed basically meets the
requirements.

The formula of the model is as follows:
y=15431 + 071« X1 + 0.077 * X2 — 0.24 % X3
+ 11.867 * X4 + 0.386 % X5 + 0.273 * X6 (12)

This paper is based on the construction of multiple linear regression of AQI and pollutants
linear fitting, its fit superiority R?>90%, proving that the model fitting effect is excellent, and
secondly, through the F test as well as the t test, proving that the model construction is
reasonable [10-13]. The constructed model is able to illustrate the influence of each variable on
AQI with precision, and it is able to predict the future AQI indexes by multiple regression, and
the establishment of this model has a certain degree of extensibility.

In summary, this paper further tests the multicollinearity between indicators in the
multiple linear regression model by introducing the VIF variance inflation factor to test the
multicollinearity, and if the test passes, it proves that there is no multicollinearity between the

variables, i.e., the indicators are selected reasonably [14].
Variance inflation factor is a statistical indicator used to detect multicollinearity. It is used
to assess the degree of covariance between each independent variable and the other
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independent variables in a regression model. VIF is calculated by using a regression model for
each independent variable as the dependent variable and the other independent variables as
the independent variables in a regression analysis and calculating the R? (coefficient of
determination) of the regression model [15]. VIF is then the reciprocal of R? (1 divided by R?)
and is used to indicate the degree of variance inflation of the independent variables. A larger
value of VIF indicates stronger covariance between the independent variable and the other

independent variables.

Therefore, VIF can be used to test the problem of multicollinearity in a regression model.
Generally speaking, if the VIF value of an independent variable exceeds a set threshold (usually
5 or 10), it indicates that there is a strong covariance in that independent variable, which needs
to be further dealt with. In this paper, we further solved for the variance inflation factor, VIF,
between each variable in the following table:

Table 2: Table of variance inflation factors for VIF

Type of pollutant Variance inflation factor VIF
PM2.5 5.925
PM10 6.692
SO2 6.431
03 8.958
co 9.714
NO2 4.383
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Figure 10: AQI fitting based on multiple linear regression
As can be seen from Table 2, there is no particularly strong multicollinearity between
pollutant indicator types, and the variance expansion factor values are all in the range of 5-10,
i.e., the model indicators selected in this paper are constructed reasonably.
3.1.4 Grey correlation analysis between pollutants and AQI parent series
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Grey correlation analysis is a multi-factor statistical analysis method, the basic idea is to
determine the degree of geometric similarity between the reference data column and a number
of comparison data columns to determine whether they are closely linked, which reflects the
degree of correlation between the curves

The steps of grey correlation analysis are as follows:

Determine the analysis sequence: choose a data series that can reflect the characteristics of
the system's behaviour as the mother series (reference series), and choose the data series
composed of factors affecting the system's behaviour as the sub-sequence (comparison series).

Data pre-processing: the original data are dimensionless, so that they are unified into an
approximate range, commonly used methods include initialisation, averaging, intervalisation,
and so on.

Calculate the grey correlation coefficient: Based on the absolute value of the difference
between the parent series and the subsequence, calculate the correlation coefficient in each
dimension, reflecting the degree of similarity between the two in that dimension. The
commonly used formula is:

min | xo(k) — x;(k) | + pmax | xo(k) — x;(k) |
i ik

_ ik
§ill) = — xo(k) —x;(k) | +pmax | xo(kk) — () |

(13)

Where x,(k) is the value of the parent sequence in the kth dimension, x;(k) is the value
of the ith subsequence in the kth dimension, and it is a resolution coefficient between 0 and 1,
generally 0.5 [16].

Calculate the degree of association: for each subsequence, find the average value of the
association coefficient in all dimensions as the degree of association between the subsequence
and the parent sequence, reflecting the overall degree of similarity between the two [17]. The
calculation formula is:

1 n
EEIRA0 (14)
k=1

Where n is the number of dimensions of each sequence.

In this paper, the following grey correlation coefficient table is derived by calculating the
grey correlation degree of each column of alphabetical sequences and ranking them in terms of
grey correlation:

Table 3: Grey correlation table

Licence Holder Relatedness Rank
CcO 0.881 1
NO2 0.853 2
PM10 0.842 3
O3 0.813 4
PM2.5 0.811 5
SO2 0.787 6

Combined with the correlation coefficient weighting process, the final correlation value
table x, using the correlation value for the evaluation of the six evaluation objects for the
evaluation of the ranking; correlation value between 0 ~ 1, the greater the value represents the
stronger the correlation with the AQI indicators, that is, means that its evaluation is higher. The
above table shows that for the six evaluation items, CO is the most highly rated (correlation:
0.881), followed by NO2 (correlation: 0.853).
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In this paper, the pollutant index data of the relevant prefecture-level cities are obtained
by checking the relevant websites of China Air Quality Index, and after the linear fitting of the
multiple linear regression equations established on the index data to their air quality index AQ],
the top 10 cities in the country are finally collated as the following table:

Table 4: Air Quality Rankings

Cities AQI
Dazhou 16
Zigong 16
Hegang 17
Heihe 17
Jiamusi 17
Shuangyashan 17
Yichun 17
Nanchong 18
Qigihar 18
suining 18

4 CONCLUSION

Based on the constructed regression equations, the air quality data collected from cities
across the country were fitted to produce the ten cities with the best air quality: Dazhou City,
Hegang City, Heihe City, Jiamusi City, Shuangyashan City, Yichun City, Nanchong City,
Qigihar City, and Suining City.
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